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Summary. Virtually all presently-used cryptosystems can theoretically be broken by an exhaustive key-search, and they might even be broken in practice due to novel algorithms or progress in computer engineering. In contrast, by exploiting the fact that certain communication channels are inherently noisy, one can achieve encryption provably-secure against adversaries with unbounded computing power, in arguably practical settings. This paper discusses secret key-agreement by public discussion from correlated information in a new definitional framework for information-theoretic reductions.

1.1 Information-Theoretic Cryptographic Security

1.1.1 Motivation

The security of essentially all presently-used cryptosystems is not proven. It is based on at least two assumptions. The first assumption is that the adversary’s computational resources, specified within some model of computation, are bounded. This type of assumption can be problematic because it may not even be clear what the right model of computation is, as demonstrated by the recent proposal of a new computational model, a quantum computer, which is believed to be strictly more powerful than classical computers.

The second assumption is that the computational problem of breaking the cryptosystem is computationally infeasible, given the assumed computational resources. Such an assumption could potentially be proven, but the state of the art in complexity theory does not seem to be even close to proving any meaningful lower bound on the hardness of a computational problem. Important computational problems on which the security of cryptographic schemes is based are integer factorisation (e.g., RSA [24]) and computing discrete logarithms in certain finite cyclic groups (e.g., Diffie-Hellman [8]).

A cryptosystem for which the security could be rigorously proven based only on an assumption of the first type would be called computationally secure, while a cryptosystem secure under neither assumption, i.e., even against an
adversary with unbounded computing power, is called unconditionally secure or information-theoretically secure. Such a system is even unbreakable by an exhaustive search over the key space. As mentioned, no cryptosystem has been proven to be computationally secure (except of course those that are also information-theoretically secure.)

Many researchers have proposed cryptosystems that are unconditionally secure, with varying degrees of practicality. The most famous (but quite impractical) example is the one-time pad discussed later. There are two types of results on information-theoretic security: impossibility results and constructive results. In this paper we first discuss the impossibility of perfectly-secure message transmission and then focus on the key-agreement problem to show that information-theoretically secure key-agreement is possible in arguably practical settings if noisy information is exploited. We make use of information theory and refer to [6] for an introduction to the subject.

1.1.2 Information-Theoretic Security: Perfect Secrecy and Shannon’s Theorem

Let us start with the classical scenario of a symmetric cryptosystem with message $M$, key $K$, and ciphertext $C$ (see Fig. 1.1). The following security definition appears to be the strongest possible for such a cryptosystem.

![A Symmetric Cryptosystem](image)

**Fig. 1.1. A Symmetric Cryptosystem**

**Definition 1.1.** [25] A cipher is called perfectly secret if the ciphertext reveals no information about the message, i.e., if $I(M; C) = 0$ holds.

Equivalent characterizations of this condition are that $M$ and $C$ are statistically independent, or that the best strategy of an eavesdropper who wants to obtain (information about) the message from the ciphertext is to use only the a priori knowledge about $M$ and to discard $C$.

An example of a perfectly secret cipher is the one-time pad that was already proposed by Vernam in 1926 [26]. Here, the message is a string $M = [m_1, m_2, \ldots, m_N]$ of length $N$, and the key is a uniformly distributed
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4 It should be mentioned that also unconditionally security is based on an assumption, namely that our probabilistic model of Nature is (at least partially) correct.
$N$-bit string $K = [k_1, k_2, \ldots, k_N]$ which is independent of $M$. The ciphertext $C$ is computed from $M$ and $K$ by

$$C = [c_1, c_2, \ldots, c_N] = [m_1 \oplus k_1, m_2 \oplus k_2, \ldots, m_N \oplus k_N] =: M \oplus K.$$  

A simple proof that the one-time pad is perfectly secret is obtained by using an entropy diagram (see Fig. 1.2) for the three random variables $M$, $K$, and $C$, as proposed in [28]. Any two of these random variables determine the third, hence $H(C|MK) = 0$, $H(M|CK) = 0$, and $H(K|MC) = 0$. The key $K$ is independent of the message $M$, and hence the entire entropy of $K$, namely $H(K) = N$ must be concentrated in the field $I(K;C|M)$, i.e., $I(K;C|M) = N$. Since $H(C) \leq N$ and the field $I(K;C|M)$ already contributes that much, we must have $I(M;C) = 0$ (since $I(M;C)$ is non-negative).

![Entropy diagram for one-time pad encryption.](attachment:fig_1_2.png)

Fig. 1.2. Entropy diagram for one-time pad encryption.

Unfortunately, the price one has to pay for perfect secrecy is that the communicating parties must share a secret key which is at least as long as the message (and can only be used once). In view of this property, the one-time pad appears to be quite impractical.

However, Shannon showed that perfect secrecy cannot be obtained in a cheaper way, i.e., that the one-time pad is optimal with respect to key length. Maurer [16] proved the stronger statement that the same bound even holds in the more relevant setting where Alice and Bob can interact by (not secret) two-way communication.

**Theorem 1.1.** [25] For every perfectly secret cryptosystem (with unique decodability), we have $H(K) \geq H(M)$.

For a proof of Shannon’s theorem, note first that unique decodability means $H(M|CK) = 0$. The entropy diagram of the involved quantities is shown in Fig. 1.3. We have $b \geq a$ because $I(C;K) \geq 0$, and

$$H(K) \geq b - a + c \geq a - a + c = H(M),$$

which concludes the proof.
1.1.3 Optimistic Results by Limiting the Adversary’s Information

Unfortunately, Shannon’s and Maurer’s above-mentioned results imply that perfect secrecy is possible only between parties who share a secret key of length at least equal to the entropy of the message to be transmitted. Hence every perfectly secret cipher is necessarily as impractical as the one-time pad. On the other hand, the assumption that the adversary has perfect access to the ciphertext is overly pessimistic and unrealistic in general, since every transmission of a signal over a physical channel is subject to noise.

Many models have been presented and analyzed in which the information the adversary obtains is limited in some way, and which offer the possibility of information-theoretically secure key agreement. If insecure channels are available, this also implies secret message transmission (using the one-time pad with the generated secret key).

The condition that the opponent’s knowledge is bounded can for instance be based on noise in communication channels [27],[7],[1],[16], on the fact that the adversary’s memory is limited [13] or on the uncertainty principle of quantum mechanics [2, 10].

1.1.4 The Power of Feedback

Wyner [27] showed that in the special case where a (noisy) channel \( P_{Y|X} \) from Alice to Bob is available, and where the adversary receives a degraded version \( Z \) of \( Y \) (through a channel \( P_{Z|Y} \), independent of the main channel), secret-key agreement is possible in all non-trivial cases. This setting was generalized by Csiszár and Körner [7] who studied the model of a so-called noisy broadcast channel characterized by a probability distribution \( P_{Y|Z,X} \), where Alice’s input is \( X \), whereas Bob and Eve receive \( Y \) and \( Z \), respectively. They introduced a quantity, called the secrecy capacity, measuring Alice and Bob’s ability to generate a virtually secret key (asymptotically, per channel use). Their results imply that in case of independent binary symmetric channels, key agreement is possible if and only if Bob’s channel has a smaller error probability than Eve’s.
However, the following example, given in [16], illustrates the somewhat surprising fact that by using an insecure feedback channel, secret-key agreement is possible in the above setting. We start with the situation on the right-hand side of Fig. 1.4. Here, no secret-key agreement is possible. However, let us assume an interactive variant of this model with an additional noiseless and insecure but authentic channel. Surprisingly, the situation is now entirely different although the additional channel is accessible to Eve.

Observe first that the additional public-discussion channel allows to invert the direction of the noisy channel between Alice and Bob by the following trick. First, Alice chooses a random bit $X$ and sends it over the noisy channel(s). This bit is received by Bob as $Y$ and by Eve as $Z$. Bob, who wants to send the message bit $C$ to Alice, computes $C \oplus Y$ and sends this over the noiseless public channel. Alice computes $(C \oplus Y) \oplus X$, whereas Eve can compute $(C \oplus Y) \oplus Z$. This perfectly corresponds to the situation where the direction of the main channel is inverted (see Fig. 1.4).

![Diagram showing the process of secret-key agreement](image)

**Fig. 1.4.** Inverting the main channel.

The second crucial observation is that this is exactly the binary-symmetric setting of Wyner’s wire-tap channel [27], allowing secret-key agreement at a positive rate. We conclude from this example that the possibility of feedback from Bob to Alice can substantially improve the legitimate partners’ situation towards a wire-tapping adversary.

Maurer [16] proposed the following interactive model of secret-key agreement by public discussion from common information (see Fig. 1.5). The parties Alice and Bob who want to establish a mutual secret key have access to realizations of random variables $X$ and $Y$, respectively, whereas the adversary knows a random variable $Z$. Let $P_{XYZ}$ be the joint distribution of the random variables. Furthermore, the legitimate partners are connected by an insecure but authentic channel, i.e., a channel that can be passively overheard by Eve but over which no undetected active attacks by the opponent, such as modifying or inserting messages, are possible.
This model is more general and more natural than noisy channel models since the assumption that the parties have access to correlated information appears to be realistic in many contexts. In the rest of the paper, this model will be the basis of our considerations.

![Diagram](image)

**Fig. 1.5.** Secret-key agreement by public discussion from common information.

### 1.2 Smooth Rényi Entropies

Let $X$ and $Y$ be random variables with ranges $\mathcal{X}$ and $\mathcal{Y}$, distributed according to $P_{XY}$. For any event $\mathcal{E}$ with conditional probabilities $P_{\mathcal{E}|XY}(x,y)$, let\(^5\)

$$H_{\min}(\mathcal{E}X|Y) := -\log \max_{(x,y) \in \mathcal{X} \times \mathcal{Y}} P_{\mathcal{E}|XY}(x,y)$$

$$H_{\max}(\mathcal{E}X|Y) := \log \max_{y \in \mathcal{Y}} \{|x \in \mathcal{X} : P_{\mathcal{E}|XY}(x,y) > 0\} ,$$

where $P_{\mathcal{E}|XY}(x,y) := \frac{P_{\mathcal{E}|XY}(x,y)}{P_{Y}(y)}$ (with the convention that $\frac{0}{0} = 0$).

The *smooth min-entropy* and the *smooth max-entropy* are then defined by [22, 23] (see also [18] for a generalization of these entropy measures to quantum information theory)

$$H_{\min}^{\varepsilon}(X|Y) := \max_{\varepsilon : \Pr[\varepsilon] \geq 1-\varepsilon} H_{\min}(\mathcal{E}X|Y)$$

$$H_{\max}^{\varepsilon}(X|Y) := \min_{\varepsilon : \Pr[\varepsilon] \geq 1-\varepsilon} H_{\max}(\mathcal{E}X|Y) ,$$

where $\Pr[\varepsilon] := \sum_{x,y} P_{\mathcal{E}|XY}(x,y) P_{XY}(x,y)$. Smooth min- and max-entropies can be seen as generalizations of the Shannon entropy in the following sense.

**Lemma 1.1.** Let $P_{XY}$ be fixed and let, for any $n \in \mathbb{N}$, $(X_1, Y_1), \ldots, (X_n, Y_n)$ be a sequence of random variables distributed according to $(P_{XY})^\otimes n$. Then

\(^5\) All logarithms are to the base 2.
\[
\lim_{\varepsilon \to 0} \lim_{n \to \infty} \frac{1}{n} H_{\text{min}}^\varepsilon(X_1 \cdots X_n|Y_1 \cdots Y_n) = H(X|Y)
\]

\[
\lim_{\varepsilon \to 0} \lim_{n \to \infty} \frac{1}{n} H_{\text{max}}^\varepsilon(X_1 \cdots X_n|Y_1 \cdots Y_n) = H(X|Y)
\]

where \( H(X|Y) = H(P_{XY}) - H(P_Y) \) is the Shannon entropy of \( X \) conditioned on \( Y \).

Smooth min- and max-entropies satisfy some basic rules that are very similar to those known from Shannon theory. The following lemma is an analogue of the strong subadditivity, \( H(X|YZ) \leq H(X|Z) \).

**Lemma 1.2.** Let \( X, Y, \) and \( Z \) be random variables and let \( \varepsilon \geq 0 \). Then

\[
H_{\text{min}}^\varepsilon(X|YZ) \leq H_{\text{min}}^\varepsilon(X|Z)
\]

\[
H_{\text{max}}^\varepsilon(X|YZ) \leq H_{\text{max}}^\varepsilon(X|Z).
\]

The following is a generalization of the chain rule \( H(XY|Z) = H(X|YZ) + H(Y|Z) \).

**Lemma 1.3.** Let \( X, Y, \) and \( Z \) be random variables and let \( \varepsilon, \varepsilon', \varepsilon'' \geq 0 \). Then

\[
H_{\text{min}}^{\varepsilon + \varepsilon'}(XY|Z) \geq H_{\text{min}}^\varepsilon(X|YZ) + H_{\text{min}}^{\varepsilon'}(Y|Z)
\]

\[
H_{\text{min}}^{\varepsilon'}(XY|Z) \leq H_{\text{min}}^{\varepsilon + \varepsilon''}(X|YZ) + H_{\text{max}}^{\varepsilon''}(Y|Z) + \log(1/\varepsilon)
\]

\[
H_{\text{max}}^{\varepsilon'}(XY|Z) \leq H_{\text{max}}^{\varepsilon + \varepsilon''}(X|YZ) + H_{\text{max}}^{\varepsilon'}(Y|Z)
\]

\[
H_{\text{max}}^{\varepsilon'}(XY|Z) \geq H_{\text{max}}^{\varepsilon + \varepsilon''}(X|YZ) + H_{\text{max}}^{\varepsilon'}(Y|Z) - \log(1/\varepsilon).
\]

### 1.3 Information-Theoretic Reductions

#### 1.3.1 Resources

Consider a set of players \( \mathcal{P} \) which have access to a certain set of resources such as a public communication channel or a source of common randomness. Information theory (and cryptography) is concerned with the question of whether (and how) the players can use a given resource \( \mathcal{R} \) (or a set of resources) in order to build the functionality of a new resource \( \mathcal{S} \), e.g., a secret communication channel.

On an abstract level, a resource is simply a (random) system \([15]\) which can be accessed by each of the players in \( \mathcal{P} \). For simplicity, we focus on the restricted class of resources which only take one single input \( U_P \) from each of the players \( P \in \mathcal{P} \) and output one single value \( V_P \) to each of them. A resource for an \( n \)-player set \( \mathcal{P} = \{1, \ldots, n\} \) is then fully specified by a conditional probability distribution \( P_{Y_1 \ldots Y_n|U_1 \ldots U_n} \). (If the resource does not give an output to player \( P \), \( V_P \) is defined to be a constant which we denote by \( \bot \).)
For the following, we restrict our considerations to situations with three players and call them Alice, Bob, and Eve. Accordingly, we use the letters $A$, $B$, and $E$ to denote the players’ inputs and $X$, $Y$, and $Z$ for the corresponding outputs. Typically, Alice and Bob will take the role of honest parties (which means that they follow a specified protocol) whereas Eve is an adversary who might behave arbitrarily. We will use the convention that, if no adversary is present then $E := \perp$.

Let us have a look at some examples of resources, specified by a conditional probability distribution $P_{XYZ|ABE}$.

**Example 1.1.** An authentic public (l-bit) channel taking input from Alice, denoted $\text{Auth}_A^{AB}$, is a resource $P_{XYZ|ABE}$ whose outputs $X$, $Y$, $Z$ simply take the value of the input $A$. Formally, for any $a \in \{0,1\}^l$,

$$P_{XYZ|ABE}(x,y,z,a,b,e) = \begin{cases} 1 & \text{if } x = y = z = a \\ 0 & \text{otherwise.} \end{cases}$$

Similarly, one can define an authentic public two-way channel $\text{Auth}_A^{A+B}$.

**Example 1.2.** An authentic secret (l-bit) channel from Alice to Bob, denoted $\text{Sec}^{AB}$, is a resource $P_{XYZ|ABE}$ whose output $Y$ takes the value of the input $A$ whereas the output $Z$ is constant. Formally, for any $a \in \{0,1\}^l$,

$$P_{XYZ|ABE}(x,y,z,a,b,e) = \begin{cases} 1 & \text{if } y = a \text{ and } x = z = \perp \\ 0 & \text{otherwise.} \end{cases}$$

**Example 1.3.** A source of correlated randomness (with distribution $P_{XYZ}$), denoted $\text{Source}(P_{XYZ})$, is a resource $P_{XYZ|ABE}$ whose outputs $X$, $Y$, and $Z$ are jointly distributed according to $P_{XYZ}$ (independently of the inputs). Formally,

$$P_{XYZ|ABE}(x,y,z,a,b,e) := P_{XYZ}(x,y,z).$$

**Example 1.4.** A common secret key (of length $l$), denoted $\text{SK}_E$, is a source of correlated randomness $\text{Source}(P_{XYZ})$ where $X = Y$ are uniformly distributed over $\{0,1\}^l$ and $Z$ is a constant. Formally,

$$P_{XYZ|ABE}(x,y,z,a,b,e) = \begin{cases} 2^{-l} & \text{if } x = y \in \{0,1\}^l \text{ and } z = \perp \\ 0 & \text{otherwise.} \end{cases}$$

**Example 1.5.** An unreliable common secret key (of length $l$), denoted $\text{SK}_{AB}^{AB}$, is a resource $P_{XYZ|ABE}$ such that the following holds: If $E = \perp$ then the behavior of the resource is the same as for a common secret key $\text{SK}_E$. If $E \neq \perp$ then $X = Y = Z = \perp$. In other words, whenever Alice and Bob get a key then this key is guaranteed to be secure (i.e., unknown to Eve). However, Eve might cause the resource to simply output $\perp$. Formally,
\[ P_{XYZ|\text{ABE}}(x, y, z; a, b, e) = \begin{cases} 2^{-\ell} & \text{if } x = y \in \{0, 1\}^\ell, \ z = \bot, \text{ and } e = \bot \\ 1 & \text{if } x = y = z = \bot \text{ and } e \neq \bot \\ 0 & \text{otherwise.} \end{cases} \]

**Example 1.6.** An **asymmetric secret key (of length \( \ell \)**) with **security for Alice**, denoted \( \text{SK}_{\ell}^A \), is a resource \( P_{XYZ|\text{ABE}} \) such that the following holds: If \( E = \bot \) then the behavior of the resource is the same as for a common secret key \( \text{SK}_E \). If \( E \neq \bot \) then \( Y = E \) and \( X = Z = \bot \). In other words, whenever Alice gets a key then it is also known to Bob and secret. However, Eve might cause the resource to give an arbitrary value (chosen by her) to Bob, but this will be detected by Alice. Formally,

\[ P_{XYZ|\text{ABE}}(x, y, z; a, b, e) = \begin{cases} 2^{-\ell} & \text{if } x = y \in \{0, 1\}^\ell, \ z = \bot, \text{ and } e = \bot \\ 1 & \text{if } y = e \text{ and } x = z = \bot \\ 0 & \text{otherwise.} \end{cases} \]

Note that a **unreliable common secret key** (Example 1.5) models what quantum key distribution (QKD) achieves (using an insecure quantum channel and an authentic classical channel). As long as the adversary is passive, Alice and Bob will get a secret key. On the other hand, Eve might intercept the quantum communication between Alice and Bob, but any severe attack would be detected (with high probability), in which case no key is generated (see [18] for more details on security definitions in quantum cryptography).

**Distance Between Resources**

In order to compare resources, we will need a notion of distance between two resources. For cryptographic applications, the **natural distance measure** is the **distinguishing advantage**, which is the basis of the following definition.

**Definition 1.2.** Two resources \( \mathcal{R} \) and \( \mathcal{S} \) are said to be \( \varepsilon \)-**close**, denoted \( \mathcal{R} \approx \varepsilon \mathcal{S} \), if

\[ \Pr[\mathcal{D}(\mathcal{R}) = 0] - \Pr[\mathcal{D}(\mathcal{S}) = 0] \leq \varepsilon. \]

for any system \( \mathcal{D} \) which interacts with \( \mathcal{R} \) (or \( \mathcal{S} \)) and gives a binary output \( \mathcal{D}(\mathcal{R}) \ (\mathcal{D}(\mathcal{S})) \).

This distance measure has an intuitive interpretation. If two resources \( \mathcal{R} \) and \( \mathcal{S} \) are \( \varepsilon \)-close then they can be considered equal except with probability (at most) \( \varepsilon \).

**Using Resources in Parallel**

Given two resources \( \mathcal{R} \) and \( \mathcal{S} \), we denote by \( \mathcal{R} \times \mathcal{S} \) the resource which provides both the functionality of \( \mathcal{R} \) and \( \mathcal{S} \) in parallel. For example, in the three-party case, \( \text{Auth}^{A \rightarrow B} \times \text{Source}(P_{XYZ}) \) describes a situation where Alice and Bob have access to an authentic public channel (from Alice to Bob) and a source of correlated randomness (with distribution \( P_{XYZ} \)).
1.3.2 Programs and Protocols

Given a resource \( \mathcal{R} \), a player \( P \) can interact with \( \mathcal{R} \) by choosing inputs \( U_P \) and processing its outputs \( V_P \). Technically, the way a player \( P \) uses \( \mathcal{R} \) can be described as a random system \( \pi_P \) which starts with some input \( X_P \), then interacts with \( \mathcal{R} \), and eventually generates an output \( Y_P \). In the following, we call \( \pi_P \) a program (for player \( P \)). Applying a program \( \pi_P \) to a resource \( \mathcal{R} \) naturally defines a new resource, which we denote by \( \pi_P(\mathcal{R}) \). More generally, if players \( P_1, \ldots, P_k \) apply programs \( \pi_{P_1}, \ldots, \pi_{P_k} \) to \( \mathcal{R} \), we denote the resulting resource by \( \pi_{P_1} \circ \cdots \circ \pi_{P_k}(\mathcal{R}) \). Note that, because all programs act on different inputs/outputs of \( \mathcal{R} \), the order in which the programs are written is irrelevant.

1.3.3 Realizing Resources

For the following definition, we again restrict to the three-party case with two honest players (Alice and Bob) and a malicious player (Eve). A pair of programs \( (\pi_A, \pi_B) \) for Alice and Bob is called a protocol. Moreover, we denote by \( \bot_E \) the program for Eve which inputs \( \bot \) to the resource and outputs \( \bot \).

**Definition 1.3.** Let \( \mathcal{R} \) and \( \mathcal{S} \) be resources and let \( \pi = (\pi_A, \pi_B) \) be a protocol. We say that \( \pi \) \( \varepsilon \)-realizes \( \mathcal{S} \) from \( \mathcal{R} \), denoted

\[
\mathcal{R} \xrightarrow{\pi} \varepsilon \mathcal{S}
\]

if the following holds:

- \( \pi_A \circ \pi_B \circ \bot_E(\mathcal{R}) \approx \bot_E(\mathcal{S}) \);
- there exists a program \( \tau_E \) for Eve such that \( \pi_A \circ \pi_B(\mathcal{R}) \approx \tau_E(\mathcal{S}) \).

Note that the definition imposes two conditions. The first corresponds to a situation where the adversary is passive. In this case, Alice and Bob apply their programs \( \pi_A \) and \( \pi_B \) to the resource \( \mathcal{R} \), whereas Eve does nothing. The resulting resource should then be a good approximation of \( \mathcal{S} \) where, again, Eve does nothing.

The second condition of the definition corresponds to a situation where the adversary is active. In this case, it should be guaranteed that Eve could run some simulator\(^6\) \( \tau_E \) on \( \mathcal{S} \) which would give her the same information as she would get when accessing \( \mathcal{R} \).

The relation \( \xrightarrow{\varepsilon} \) is transitive in the following sense.

**Lemma 1.4.** Given two protocols \( \Pi \) and \( \Pi' \) such that \( \mathcal{R} \xrightarrow{\Pi} \varepsilon \mathcal{S} \) and \( \mathcal{S} \xrightarrow{\Pi'} \varepsilon' \mathcal{T} \) then the sequential concatenation \( \Pi' \circ \Pi \) satisfies \( \mathcal{R} \xrightarrow{\Pi' \circ \Pi} \varepsilon' \mathcal{T} \).

In cryptography, this transitivity is also called *composability* (most notably in the frameworks for computational cryptography proposed in [17, 5]).

\(^6\) The concept of simulators in cryptographic security definitions has been introduced in [11].
1.3.4 Examples Protocols

Example 1.7. A one-time pad, denoted OTP, is a protocol which (perfectly) realizes a secret channel using an authentic channel and a secret key (see Section 1.1.2), i.e.,

$$\text{Auth}_{\ell}^{A\rightarrow B} \times \text{SK}_{\ell} \xrightarrow{\text{OTP}} \text{Sec}_{\ell}^{A\rightarrow B}.$$  (1.1)

The protocol OTP = (\(\pi_A, \pi_B\)) is defined as follows: \(\pi_A\) takes as input \(A'\), computes the XOR between \(A'\) and the secret key, and then gives the result as input to the public communication channel. \(\pi_B\) computes the XOR between the output of the public channel and the key and outputs the result.

To prove (1.1), we need to verify that the two criteria of Definition 1.3 are satisfied. For the first, it suffices to check that the resources on both sides of the identity

$$\pi_A \circ \pi_B \circ \bot_E (\text{Auth}_{\ell}^{A\rightarrow B} \times \text{SK}_{\ell}) = \bot_E (\text{Sec}_{\ell}^{A\rightarrow B})$$

are equal. In fact, both of them take an \(\ell\)-bit input from Alice and output the value of this input to Bob, whereas Eve gets a constant.

The second criterion (for \(\varepsilon = 0\)) reads

$$\pi_A \circ \pi_B (\text{Auth}_{\ell}^{A\rightarrow B} \times \text{SK}_{\ell}) = \tau_E (\text{Sec}_{\ell}^{A\rightarrow B})$$

where \(\tau_E\) is some appropriately chosen program. Note that Eve’s output of the resource defined by the left hand side of this equality is simply the XOR between the message and the key. This value is uniformly distributed and independent of the message. It thus suffices to define \(\tau_E\) as a program which simply outputs some uniformly distributed \(\ell\)-bit string.

Example 1.8. The following protocol \(\Pi\) uses a public authentic channel to transform an asymmetric secret key with security for Alice into an unreliable common secret key, i.e.,

$$\text{SK}_{\ell}^A \times \text{Auth}_{1}^{A\rightarrow B} \xrightarrow{\Pi} \text{SK}_{\ell}^{AB} .$$

Let \(X\) and \(Y\) be the outputs of \(\text{SK}_{\ell}^A\) on Alice and Bob’s side, respectively. The protocol \(\Pi = (\pi_A, \pi_B)\) is then defined as follows: Alice’s program \(\pi_A\) uses the public channel to announce whether \(X = \bot\) and outputs \(X\). Bob’s program \(\pi_B\) outputs \(\bot\) if \(X = \bot\) and \(Y\) otherwise.

Example 1.9. A hashing or privacy amplification protocol \(\Pi_k\) is a protocol which uses a source of correlated randomness and an authentic public channel to realize a secret key (see Section 1.4.5 below). Formally,

$$\text{Source}(P_{XYZ}) \times \text{Auth}_{\infty}^{A\rightarrow B} \xrightarrow{\Pi_k} \text{SK}_{\ell} ,$$

\(^7\) \(\text{Auth}_{\infty}^{A\rightarrow B}\) denotes an authentic public channel for arbitrarily long messages.
for any distribution $P_{XYZ}$ with $X = Y$ and $H_{\min}^e(X|Z) \geq \ell + 2\log(1/(\varepsilon - \varepsilon'))$.

The protocol $\mathcal{R} = (\pi_A, \pi_B)$ is defined as follows: $\pi_A$ chooses at random a function $f$ from a two-universal (see Definition 1.9 below) set of functions from $X$ to a string of size $\ell$, sends a description of $f$ over the channel, and outputs $f(X)$. $\pi_B$ outputs $f(Y)$.

The proof of the above statement follows immediately from the security of privacy amplification [4, 12, 3] (see Corollary 1.3). This example will be further elaborated on in Section 1.4.5.

**Example 1.10.** An information reconciliation protocol $\text{IR}$ uses a public channel to transform a source of correlated randomness $P_{XYZ}$ into another source of correlated randomness $P_{X'Y'Z'}$ such that $X' = Y'$ in such a way that the decrease of Eve’s uncertainty on Alice’s data is minimal (see Section 1.4.4 below). Formally,

$$\text{Source}(P_{XYZ}) \times \text{Auth}_{A\rightarrow B}^{\mathcal{R}} \xrightarrow{} P_{X'Y'Z'}$$

where $X' = Y'$ and $H_{\min}^e(X'|Z') > H_{\min}^e(X|Z) - H_{\max}(X|Y) - \log(1/\varepsilon'')$ (see Corollary 1.2). In order to achieve this, Alice sends some error correcting information $C$ to Bob which, together with his knowledge $Y$, allows him to guess Alice’s value $X$. A conceptually simple way to generate $C$ is by two-universal hashing of $X$ (in practice, one typically uses error correcting codes that have more structure in order to allow computationally efficient decoding on Bob’s side).

More precisely, the protocol $\text{IR}$ works as follows: Alice’s program $\pi_A$ chooses at random a function $f$ from a two-universal set of hash functions which map $X$ to a string of length roughly $H_{\max}(X|Y) + \log(1/\varepsilon)$. A description of $f$ as well as $C = f(X)$ is then sent to Bob using the public channel. Moreover, Alice outputs $X' := X$. Bob’s program $\pi_B$, upon receiving $C$, outputs some string $Y'$ which satisfies $P_{X'Y'}(Y'|Y) > 0$ (i.e., has non-zero probability from his point of view) and $f(Y') = C$ (i.e., is compatible with $C$). For information reconciliation, see also Section 1.4.4.

### 1.3.5 Independent and Identically Distributed Resources

In information-theoretic cryptography, one often assumes that Alice and Bob can use many independent realizations of a given resource (e.g., many independently distributed pairs of correlated random values $(X, Y)$) in order to produce many independent realizations of another resource (e.g., a secret key bit). Under this so-called i.i.d. assumption, one can study asymptotic quantities such as key rates.

---

8 A secure sketch as defined in [9] can be seen as a special case of an information reconciliation protocol where the sketching and the recovery procedure correspond to Alice and Bob’s programs, respectively.
**Definition 1.4.** An asymptotic protocol $\Pi$ is a sequence of pairs $(\Pi_k, \tau_k)$ where, for any $k \in \mathbb{N}$, $\Pi_k$ is a protocol and $\tau_k \in \mathbb{N}$. The rate of $\Pi$ is defined by

$$\text{rate}(\Pi) := \lim_{k \to \infty} \frac{k}{\tau_k}.$$

**Definition 1.5.** We say that an asymptotic protocol $\{(\Pi_k, \tau_k)\}_{k \in \mathbb{N}}$ realizes $S$ from $R$, denoted

$$R \xrightarrow{\Pi_k, \tau_k} S,$$

if there exists a zero-sequence $\{\varepsilon_k\}_{k \in \mathbb{N}}$ (i.e., $\lim_{k \to \infty} \varepsilon_k = 0$) such that, for any $k \in \mathbb{N},$

$$R \times \tau_k \xrightarrow{\Pi_k} S^{\times k}.$$

See below for examples of asymptotic protocols.

**Definition 1.6.** Let $\Pi = \{(\Pi_k, \tau_k)\}_{k \in \mathbb{N}}$ and $\Pi' = \{(\Pi'_k, \tau'_k)\}_{k \in \mathbb{N}}$ be asymptotic protocols. The concatenation $\tilde{\Pi} := \Pi' \circ \Pi$ is then defined by the protocol $\tilde{\Pi}_k := \Pi'_k \circ \Pi_k$ and $\tilde{\tau}_k := \tau'_k \cdot \tau_k$.

**Definition 1.7.** Let $R$ and $S$ be resources. The rate of $R \Longrightarrow S$ is defined by

$$\text{rate}(R \Longrightarrow S) := \max_{\Pi} \text{rate}(\Pi)$$

where the maximum ranges over all protocols $\Pi$ such that $R \xrightarrow{\Pi} S$.

It is straightforward to prove that composability also holds for this asymptotic definition:

**Lemma 1.5.** Given two asymptotic protocols $\Pi$ and $\Pi'$ such that $R \xrightarrow{\Pi} S$ and $S \xrightarrow{\Pi'} T$ then the sequential concatenation $\Pi' \circ \Pi$ satisfies

$$R \xrightarrow{\Pi' \circ \Pi} T.$$

Moreover $\text{rate}(R \Longrightarrow T) \geq \text{rate}(R \Longrightarrow S) \cdot \text{rate}(S \Longrightarrow T)$.

### 1.4 Turning Correlated Randomness into Keys

#### 1.4.1 Generic One-Way Key Agreement

A generic way to generate a key from weakly correlated and only partially secure randomness is to employ an error correction protocol and then apply privacy amplification. This process only requires communication in one direction (e.g., from Alice to Bob). This simple protocol for one-way key agreement
is also used in more complex key agreement protocols (including QKD protocols) as a last step.\footnote{A \textit{fuzzy extractor} as defined in [9] can generally be seen as a one-way key agreement protocol where the \textit{generation} and the \textit{reproduction} procedure correspond to Alice and Bob's programs, respectively. The \textit{helper string} generated by the generation procedure of a secure sketch corresponds to the message sent from Alice to Bob in a one-way key agreement protocol.}

**Theorem 1.2.** Let $a, b \in \mathbb{N}$ and $\varepsilon, \varepsilon', \varepsilon'' > 0$ be fixed and let $\ell := a - b - 3 \log(2/\varepsilon)$. Then there exists a protocol $\mathcal{K}_a = \mathcal{K}_{a,b}$ (called one-way key agreement protocol) such that

$$
\text{Source}(P_{XYZ}) \times \text{Auth}_{\infty}^{A \rightarrow B} \xrightarrow{\mathcal{K}_{a,b}} \text{SK}_\ell,
$$

for any $P_{XYZ}$ such that $H_{\min}(X|Z) \geq a$ and $H_{\max}(X|Y) \leq b$, and $\varepsilon \geq 2\varepsilon + \varepsilon' + \varepsilon''$.

In particular, for any distribution $P_{XYZ}$ with

$$
H_{\min}(X|Z) - H_{\max}(X|Y) \geq \ell + 3\log(2/\varepsilon),
$$

there exists a protocol $\mathcal{K}_a$ satisfying (1.2).

Note that a very similar result also holds in a quantum world, where Eve's information is encoded into the state of a quantum system [18].

**Proof.** The protocol $\mathcal{K}_a$ can be defined as the concatenation of the information reconciliation protocol $\mathcal{R}$ and the hashing protocol $\mathcal{H}_a$ as in Examples 1.10 and 1.9, respectively. The assertion then follows from the composition lemma (Lemma 1.4).

### 1.4.2 Independent Repetitions

**Definition 1.8.** The secret-key rate of a tripartite probability distribution $P_{XYZ}$ is defined by

$$
S(P_{XYZ}) := \text{rate}(\text{Source}(P_{XYZ}) \times \text{Auth}_{\infty}^{A \rightarrow B} \xrightarrow{\mathcal{K}_a} \text{SK}_1).
$$

Similarly, the one-way secret-key rate is

$$
S_+(P_{XYZ}) := \text{rate}(\text{Source}(P_{XYZ}) \times \text{Auth}_{\infty}^{A \rightarrow B} \xrightarrow{\mathcal{K}_a} \text{SK}_1).
$$

The following lemma gives some basic properties of the secret-key rate.

**Lemma 1.6.** Let $X$, $Y$, and $Z$ be random variables with joint distribution $P_{XYZ}$. Then

1. Local operations by Alice can only decrease the rate: $S(P_{XYZ}) \geq S(P_{X'YZ})$ for any $X'$ such that $(Y,Z) \rightarrow X \rightarrow X'$ is a Markov chain.
2. **Local operations by Bob can only decrease the rate**: \( S(P_{XYZ}) \geq S(P_{XY'Z}) \) for any \( Y' \) such that \( (X,Z) \to Y \to Y' \) is a Markov chain.

3. **Local operations by Eve can only increase the rate**: \( S(P_{XYZ}) \leq S(P_{XYZ'}) \) for any \( Z' \) such that \( (X,Y) \to Z \to Z' \) is a Markov chain.

4. **Giving information \( U \) to Eve can only decrease the rate by at most the entropy of \( U \)**: \( S(P_{XYZ}) \leq S(P_{XYZ|U}) + H(U|Z) \) for any random variable \( U \).

The following is an immediate consequence of Theorem 1.2 and Lemma 1.1.

**Corollary 1.1.** The one-way secret-key rate is lower bounded by

\[
S_{\to}(P_{XYZ}) \geq H(X|Z) - H(X|Y).
\]  

(1.3)

The one-way key agreement protocol presented above is not optimal. In fact, there are distributions \( P_{XYZ} \) where \( H(X|Z) - H(X|Y) \) equals zero but \( S(P_{XYZ}) \) is still positive, as the following example illustrates.

**Example 1.11.** Let \( X \) be a uniformly distributed random bit, let \( Y \) be the output of a binary symmetric channel with noise \( \delta \) on input \( X \), and let \( Z \) be the output of an erasure channel with erasure probability \( \delta' \) on input \( X \).

Let \( \delta := h^{-1}(\frac{1}{2}) \approx 0.11 \) and \( \delta' := 1/2 \). Then

\[
H(X|Z) - H(X|Y) = 0
\]

Consider now the random variable \( X' \) obtained by sending \( X \) through a binary symmetric channel with noise \( \mu \). Then, for any \( \mu > 0 \),

\[
H(X'|Z) - H(X'|Y) > 0
\]

and hence \( S(P_{X'YZ}) > 0 \). It thus follows from statement 1 of Lemma 1.6 that \( S(P_{XYZ}) > 0 \).

### 1.4.3 Advantage Distillation

There exist situations where the expression in (1.3) is negative, but key agreement is—somewhat surprisingly—nevertheless possible. An example is the “special satellite scenario” [16], where all involved parties have conditionally-independent noisy versions of a binary signal. In this case, key agreement has been shown possible in *all non-trivial scenarios*, i.e., even when the information the adversary obtains about this signal is arbitrarily larger than the legitimate parties’.

In this case, however, two-way communication is necessary. A concrete example of such an *advantage-distillation protocol* is the following: Alice and Bob repeatedly compare parities of bits publicly and continue the process only in case of equal parities. Intuitively speaking, this allows them to use the authentic channel for locating positions where an error is less likely, until they finally end up in a situation where they know more about each other’s pieces of information than the adversary (although the latter also learns the public communication of the protocol).
1.4.4 Information Reconciliation

During advantage distillation, the partners Alice and Bob compute (possibly distinct) strings $S_A$ and $S_B$, respectively, about which the adversary also has some information. At the end of the key-agreement protocol however, Alice’s and Bob’s strings must be equal and highly secure, both with overwhelming probability. The information-reconciliation phase consists of interactive error correction and establishes the first of these two conditions.

After advantage distillation, Bob has more information about Alice’s string than Eve has, and after information reconciliation, Bob should exactly know Alice’s string. (A more general condition would be that after information reconciliation, Alice and Bob share a string that is equally long as $S_A$ and $S_B$.) This leads to a lower bound on the amount of error-correction information $C$ that must be exchanged. Namely, Bob must know $S_A$ completely with overwhelming probability when given $S_B$ and $C$. Hence, the amount of error-correction information is at least the uncertainty of $S_A$ given $S_B$. On the other hand, the uncertainty of $S_A$ from Eve’s viewpoint can as well be reduced by $H(C)$ in the worst case when Eve learns $C$ (see Fig. 1.6).

Fig. 1.6. The effect of information leaked during information reconciliation

Lemma 1.7 and Corollary 1.2 link information reconciliation to the conditional smooth max-entropy of Alice’s information, given Bob’s.

**Definition 1.9.** A class $\mathcal{H}$ of functions $h$ mapping a set $A$ to a set $B$ is called two-universal if for all $x, y \in A$, $x \neq y$, we have

$$\operatorname{Prob}_{h \in \mathcal{H}} [h(x) = h(y)] = \frac{1}{|B|},$$

where $h \in \mathcal{H}$ stands for the fact that $h$ is chosen randomly in $\mathcal{H}$ according to the uniform distribution. In other words, a function that is chosen randomly
from a two-universal class behaves like a completely random function with respect to collisions.

An example of a two-universal class of functions, mapping \( \{0, 1\}^n \) to \( \{0, 1\}^r \), of cardinality \( 2^{nr} \) are the linear functions.

**Lemma 1.7.** Let \( X \) be a random variable on \( X \), let \( \mathcal{E} \) be an event, and let \( F \) be chosen at random (independently of \( X \)) from a two-universal family of hash functions from \( X \) to \( \mathcal{U} \). Then there exists a function \( d_F \) depending on \( F \) such that

\[
\Pr[\mathcal{E} \cap (d_F(F(X)) \neq X)] \leq \frac{|X_\mathcal{E}|}{|\mathcal{U}|},
\]

where \( X_\mathcal{E} := \{ x \in X : P_{\mathcal{E}X}(x) > 0 \} \).

**Proof.** For any hash function \( F \), define \( D_F(u) := X_\mathcal{E} \cap F^{-1}(u) \). Moreover, let \( d_F \) be any function from \( \mathcal{U} \) to \( X \) such that \( d_F(u) \in D_F(u) \) if \( D_F(u) \neq \emptyset \).

Observe that, whenever the event \( \mathcal{E} \) occurs then \( X \in X_\mathcal{E} \) and thus \( X \in D_F(F(X)) \). It thus suffices to show that \( D_F(F(X)) \) contains no other element, except with probability \( \frac{|X_\mathcal{E}|}{|\mathcal{U}|} \), i.e.,

\[
\Pr[|D_F(F(X))| > 1] \leq \frac{|X_\mathcal{E}|}{|\mathcal{U}|}.
\]

By the definition of two-universality, \( \Pr[F(x) = F(x')] \leq \frac{1}{|\mathcal{U}|} \), for any \( x \neq x' \). Consequently, by the union bound, for any fixed \( x \in X \),

\[
\Pr[\exists x' \in X_\mathcal{E} : (x \neq x') \land (F(x) = F(x'))] \leq \frac{|X_\mathcal{E}|}{|\mathcal{U}|}.
\]

This implies (1.4) and thus concludes the proof.

**Corollary 1.2.** Let \( X \) and \( Y \) be random variables and let \( F \) be chosen at random from a two-universal family of functions from \( X \) to \( \mathcal{U} \), where \( |\mathcal{U}| = 2^r \). Then there exists a function \( d_F \) depending on \( F \) such that, for any \( \varepsilon \geq 0 \),

\[
\Pr[d_F(F(X), Y) \neq X] \leq 2^{-(\ell - H_{\max}(X|Y))} \varepsilon.
\]

**Remark 1.1.** In order to ensure that errors are corrected except with probability \( \bar{\varepsilon} \), it suffices to use a hash function with output length \( \ell \) such that

\[
\ell \geq H_{\max}(X|Y) + \log \left( \frac{1}{\varepsilon - \bar{\varepsilon}} \right),
\]

for some \( \varepsilon < \bar{\varepsilon} \).

**Proof (of Corollary 1.2).** Let \( \mathcal{E} \) be an event with \( \Pr[\mathcal{E}] = 1 - \varepsilon \) such that

\[
H_{\max}(\mathcal{E}X|Y) = H_{\max}(X|Y) + \varepsilon.
\]
Let $\mathcal{Y}$ be the range of the random variable $Y$. By Lemma 1.7, there exists a function $d_F$ from $\mathcal{U} \times \mathcal{Y}$ to $\mathcal{X}$ such that, for any $y \in \mathcal{Y}$,

$$
\Pr[\mathcal{E} \land (d_F(F(X), Y) \neq X) | Y = y] \leq \frac{|\{z \in \mathcal{X} : P_{XY}(z, y) > 0\}|}{|\mathcal{U}|} = 2^{H_{\text{min}}(\mathcal{X}|Y) - \ell}.
$$

Moreover, we have

$$
\Pr[d_F(F(X), Y) \neq X] \leq \Pr[\mathcal{E} \land (d_F(F(X), Y) \neq X)] + (1 - \Pr[\mathcal{E}])
\leq \max_y \Pr[\mathcal{E} \land (d_F(F(X), Y) \neq X) | Y = y] + \varepsilon.
$$

Combining this with the above and (1.5) concludes the proof.

### 1.4.5 Privacy Amplification

Privacy amplification is the art of shrinking a partially secure string $S$ to a highly secret string $S'$ by public discussion. Hereby, the information of the adversary about $S$ can consist of physical bits, of parities thereof, or other types of information (see Fig. 1.7).

![Diagram](image)

**Fig. 1.7.** Eliminating Eve's knowledge by privacy amplification.

The following questions related to privacy amplification were studied and answered in [4],[3]. What is a good technique of computing $S'$ from $S$? What is the possible length of $S'$, depending on this shrinking technique and on the adversary's (type and amount of) information about $S$?

It is quite clear that the best technique would be to compute $S'$ (of length $r$) from the $n$-bit string $S$ by applying a random function $f : \{0, 1\}^n \rightarrow \{0, 1\}^r$. However, Alice and Bob would have to exchange $r2^n$ bits of information to agree on such a function. On the other hand, there exist relatively small classes of functions with "random-like" properties. Examples are so-called universal classes of hash functions, which turned out to be useful for privacy amplification.
We analyze the following type of privacy amplification protocols. First, Alice chooses a random function \( h \) from a fixed two-universal class \( \mathcal{H} \) of hash functions mapping \( n \)-bit strings to \( r \)-bit strings for some \( r \) to be determined, and sends (the description of) \( h \) publicly to Bob, i.e., also Eve learns \( h \). Then Alice and Bob both compute \( S' := h(S) \).

The following is a slightly generalized version of the so-called Leftover Hash Lemma [12, 3].

**Lemma 1.8.** Let \( X \) be a random variable on \( X \), let \( E \) be an event, and let \( F \) be chosen at random (and independently of \( X \)) from a two-universal family of functions from \( X \) to \( \mathcal{U} \). Then

\[
||P_{E|F(X)} - P_{E}\times P_{F}||_1 \leq \sqrt{|\mathcal{U}|} \max_x P_{E|X}(x) ,
\]

where \( P_{E|U} \) is defined by \( P_{E|U}(v) := \frac{P_{E|F}(v)}{|\mathcal{U}|} \), for any \( u \in \mathcal{U} \).

**Proof.** Using the Cauchy-Schwarz inequality and Jensen’s inequality, we find

\[
||P_{E|F(X)} - P_{E}\times P_{F}||_1 = E_F[||P_{E|F(X)} - P_{E|U}||_1] \\
\leq E_F[\sqrt{|\mathcal{U}| \cdot ||P_{E|F(X)} - P_{E|U}||^2_2}] \\
\leq \sqrt{|\mathcal{U}|} \cdot E_F[||P_{E|F(X)} - P_{E|U}||^2_2] . \tag{1.6}
\]

The \( L_2 \)-norm under the square root can be rewritten as

\[
||P_{E|F(X)} - P_{E|U}||^2_2 = ||P_{F(X)\mid E}||^2_2 - \frac{Pr[E]^2}{|\mathcal{U}|} \tag{1.7}
\]

where

\[
||P_{E|F(X)}||^2_2 = \sum_u P_{E|F(X)}(u)^2 \\
\leq \sum_u \sum_{x \in F^{-1}(u)} \sum_{x' \in F^{-1}(u)} P_{E|X}(x)P_{E|X}(x') \\
= \sum_u \sum_{x,x'} P_{E|X}(x)P_{E|X}(x') \delta_{F(x),F(x')} \\
\leq \sum_x P_{E|X}(x)^2 + \sum_{x \neq x'} P_{E|X}(x)P_{E|X}(x') \delta_{F(x),F(x')} .
\]

Because \( F \) is chosen from a two-universal family of functions with range \( \mathcal{U} \), we have \( E_F[\delta_{F(x),F(x')}] \leq \frac{1}{|\mathcal{U}|} \), for any \( x \neq x' \). Hence,

\[
E_F[||P_{F(X)}||^2_2] = \sum_x P_{E|X}(x)^2 + \frac{Pr[\mathcal{E}]^2}{|\mathcal{U}|} \leq \max_x P_{E|X}(x) + \frac{Pr[\mathcal{E}]^2}{|\mathcal{U}|} .
\]

Combining this with (1.6) and (1.7) concludes the proof.
Corollary 1.3. Let $X$ and $Z$ be random variables and let $F$ be chosen at random from a two-universal family of functions from $X$ to $\mathcal{U}$, where $|\mathcal{U}| = 2^\ell$. Then, for any $\varepsilon \geq 0$,
\[ \|P_{F \mid X}Z_F - P_U \times P_Z \times P_F\|_1 \leq 2^{-H_{\text{min}}(X\mid Z) - \ell} + 2\varepsilon, \]
where $P_U$ is the uniform distribution on $\mathcal{U}$.

Remark 1.2. Note that the distinguishing probability between a perfect key $U$ and the function output $F(X)$ is given by half the $L_1$-distance on the left-hand side of the corollary. Hence, in order to get an $\ell$-bit key which is $\varepsilon$-indistinguishable from a perfect key, it suffices to ensure that
\[ H_{\text{min}}(X\mid Z) \geq \ell + 2\log(1/(\varepsilon - \varepsilon)), \]
for some $\varepsilon < \varepsilon$.

Proof (of Corollary 1.3). Let $E$ be an event with $\Pr[E] = 1 - \varepsilon$ such that
\[ H_{\text{min}}(E \mid X) = H_{\text{min}}(X \mid Z). \tag{1.8} \]
Then, by Lemma 1.8,
\[ \|P_{E \mid X\mid F \mid Z = z} - \Pr(E \mid Z = z)P_U \times P_F\|_1 \leq \sqrt{|\mathcal{U}| \max_x P_{E \mid X \mid Z = z}(x)}, \]
for any value $z$ of the random variable $Z$. Moreover, by the triangle inequality for the $L_1$-norm,
\[ \|P_{F \mid X \mid F \mid Z = z} - P_U \times P_F\|_1 \leq \|P_{E \mid X\mid F \mid Z = z} - \Pr(E \mid Z = z)P_U \times P_F\|_1 + 2(1 - \Pr[E \mid Z = z]). \]
Hence,
\[ \|P_{F \mid X\mid Z = z} - P_U \times P_Z \times P_F\|_1 = \mathbb{E}_Z \left[ \|P_{E \mid X\mid F \mid Z = z} - P_U \times P_F\|_1 \right] \]
\[ \leq \mathbb{E}_Z \left[ \sqrt{|\mathcal{U}| \max_x P_{E \mid X \mid Z = z}(x) + 2(1 - \Pr[E \mid Z = z])} \right] \]
\[ \leq \sqrt{|\mathcal{U}| \max_{x,z} P_{E \mid X \mid Z = z}(x) + 2\varepsilon} = 2^{-H_{\text{min}}(E \mid X \mid Z)} + 2\varepsilon. \]
The assertion then follows from (1.8).

1.4.6 Protocol Monotones and Upper Bounds

The described protocol techniques lead to lower bounds on the quantity of interest, the secret-key rate $S$. One is, on the other hand, interested in upper bounds on $S$ and, ultimately, determining $S$ precisely; the latter, however, has been successfully done in trivial cases only in the two-way-communication setting.
Characterization of the One-Way Key Rate

In contrast to this, the one-way communication scenario has been completely solved [7].

**Lemma 1.9.** Let $X$, $Y$, and $Z$ be random variables with joint distribution $P_{XYZ}$. Then

$$S_4(P_{XYZ}) = \sup_{(U,V) \rightarrow X \rightarrow (Y,Z)} H(U|ZV) - H(U|YV).$$

**General Properties of Upper Bounds**

Before we discuss concrete upper bounds on $S$, we observe that any quantity which is a so-called monotone, i.e., cannot be increased by any protocol and has some additional properties described in Lemma 1.10.

**Lemma 1.10.** Let $M(X,Y|Z) = M(P_{XYZ})$ be a real-valued quantity such that the following holds:

1. $M$ can only decrease under local operations, i.e., $M(X,Y|Z) \geq M(X',Y|Z)$ if $(Y,Z) \rightarrow X \rightarrow X'$ is a Markov chain (and likewise for $Y$).
2. $M$ can only decrease if public communication is used, i.e., $M(XC,Y|Z) \geq M(XC,YC|ZC)$, for any random variable $C$.
3. $M$ is asymptotically continuous (as a function of $P_{XYZ}$).

$M$ equals one for one key bit, i.e., $M(P_{SS\perp}) = 1$ if $P_{SS\perp}$ denotes the distribution of two identical and uniformly distributed bits.

Then $M$ is an upper bound on the key rate, i.e., $S(P_{XYZ}) \leq M(P_{XYZ})$.

### 1.4.7 Intrinsic Information, Information of Formation, and a Gap

In this section, we propose two protocol monotones. The information of formation measures the amount of secret-key bits necessary to generate a certain partially secret correlation between Alice and Bob. The intrinsic information, on the other hand, measures, intuitively speaking, the correlation two parties share and that is unaccessible to and indestructible by an adversary. Finally, we mention a result showing that an arbitrarily large gap can separate the secrecy required for constructing the distribution from the amount of extractable secrecy.

**Information of Formation**

Instead of transforming weakly correlated and partially secure data into a secure key, one could also do the opposite [19].
**Definition 1.10.** The information of formation (also called key cost) of a tripartite probability distribution $P_{XYZ}$ is defined by

$$I_{\text{form}}(P_{XYZ}) := \text{rate}(\text{SK}_1 \times \text{Auth}_{\infty}^{A \rightarrow B} \xrightarrow{\text{form}} \text{Source}(P_{XYZ}))^{-1}.$$ 

It is easy to verify that the information of formation satisfies the assumptions of Lemma 1.10, i.e., $S(P_{XYZ}) \leq I_{\text{form}}(P_{XYZ})$. Alternatively, the same conclusion can be obtained using Lemma 1.5.

**Intrinsic Information**

It is straightforward to verify that the mutual information $I(X;Y)$ as well as the conditional mutual information $I(X;Y|Z)$ satisfy the assumptions of Lemma 1.10, i.e., they are both upper bounds on the secret-key rate. The following definition is motivated by this observation.

**Definition 1.11.** Let $X, Y, Z$ be random variables with joint distribution $P_{XYZ}$. The intrinsic information is defined by

$$I(X;Y \downarrow Z) := \inf_{Z' \in Z - \{X,Y\}} I(X;Y|Z').$$

Again, it is straightforward to verify that $I(X;Y \downarrow Z)$ satisfies the assumptions of Lemma 1.10, i.e., it is an upper bound on the secret-key rate, $S(P_{XYZ}) \leq I(X;Y \downarrow Z)$. On the other hand, we have $I(X;Y \downarrow Z) \leq I_{\text{form}}(P_{XYZ})$.

**The Gap**

Interestingly, it has been shown [19] that the gap between $S$ and $I_{\text{form}}$ can be arbitrarily large, whereas it is still unknown whether there exists a classical analog to bound quantum entanglement, i.e., undistillable entanglement: a distribution satisfying $S = 0$ and $I_{\text{form}} \neq 0$.

**Lemma 1.11.** For any $\delta > 0$ there exists a probability distribution such that $S(P_{XYZ}) < \delta$ whereas $I_{\text{form}}(P_{XYZ}) \geq \delta$.

**1.5 Secrecy from Completely Insecure Communication**

So far in this chapter, we have considered scenarios where the channel connecting Alice and Bob is authentic. In this section, we show results demonstrating that unconditionally secure key agreement can even be possible from completely insecure communication, i.e., a channel over which the adversary has complete control. Clearly, she can always choose to prevent key agreement in this case, but it should not happen that Alice or Bob believe that key agreement was successful although it was not. We consider three special scenarios in this setting: Independent repetitions, privacy amplification, and general one-way key agreement.
Independent Repetitions: An All-Or-Nothing Result

In the scenario where a random experiment \( P_{XYZ} \) is independently repeated a great number of times, an all-or-nothing result has been shown: Either key agreement is possible at the same rate as in the authentic channel scenario, or completely impossible.

The robust secret-key rate \( S^*(X; Y|Z) \) is the rate at which a key can be generated in this scenario:

\[
S^*(P_{XYZ}) := \text{rate}(\text{Source}(P_{XYZ}) \times \text{Chan}_{\infty}^{A \leftrightarrow B} \xrightarrow{\alpha} SK_1).
\]

Here, \( \text{Chan}_{\infty}^{A \leftrightarrow B} \) stands for a completely insecure bidirectional channel.

**Theorem 1.3.** [14] If there exists a channel \( P_{X|Z} \) such that \( P_{XY} = P_{X|Z} \) holds, or a channel \( P_{Y|Z} \) such that \( P_{XY} = P_{Y|Z} \), then \( S^*(P_{XYZ}) = S(P_{XY}) \).

### 1.5.1 Privacy Amplification: Authentication is for Free

In the special case of privacy amplification, it has been shown [20] that the loss of the communication channel’s authenticity does not (substantially) decrease the length of the extractable key, but the obtained key is only asymmetrically secure, i.e., only one party (Alice) knows whether it is secret. (For a formal definition of such an asymmetry, see Example 1.6)

**Theorem 1.4.** Let \( P_{XYZ} \) be a distribution where \( X \) and \( Y \) are identical \( n \)-bit strings such that \( H_{\min}(X|Z) \geq tn \), for some fixed \( t > 0 \). Then there exists a protocol \( \Pi \) such that

\[
\text{Source}(P_{XYZ}) \times \text{Chan}_{\infty}^{A \leftrightarrow B} \xrightarrow{\Pi \varepsilon} SK^A
\]

where \( \ell = (1 - o(1))tn \) and \( \varepsilon \) is exponentially small in \( n \).

### 1.5.2 Robust General One-Way Key Agreement

The result of Theorem 1.4 has been generalized in [21] to the case where Alice’s and Bob’s strings are not identical initially, i.e., where information reconciliation and privacy amplification have to be combined.

**Theorem 1.5.** Let \( P_{XYZ} \) be a distribution where \( X \) and \( Y \) are \( n \)-bit strings such that \( H_{\min}(X|Z) - H_{\max}(X|Y) \geq tn \), for some fixed \( t > 0 \). Then there exists a protocol \( \Pi \) such that

\[
\text{Source}(P_{XYZ}) \times \text{Chan}_{\infty}^{A \leftrightarrow B} \xrightarrow{\Pi \varepsilon} SK^A
\]

where \( \ell = (1 - o(1))tn \) and \( \varepsilon \) is exponentially small in \( n \).
Roughly speaking, Theorem 1.5 states that the length of the extractable key is the difference between Eve’s and Bob’s uncertainties about Alice’s string. Similarly, it is also possible to generate an (unreliable) common secret key.

**Theorem 1.6.** Let \( P_{XYZ} \) be a distribution where \( X \) and \( Y \) are \( n \)-bit strings such that \( H_{\min}(X|Z) = H_{\max}(X|Y) - H_{\max}(Y|X) \geq t \), for some fixed \( t > 0 \). Then there exists a protocol \( \Pi \) such that

\[
\text{Source}(P_{XYZ}) \times \text{Chan}_{\infty}^{A \leftrightarrow B} \xrightarrow{\Pi} \varepsilon \text{SK}_{\ell}^{AB}
\]

where \( \ell = (1-o(1))tn \) and \( \varepsilon \) is exponentially small in \( n \).
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